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Abstract—The aging population and the growing amount of medical data have increased the need for automated tools in the neurology departments. Although the researchers have been developing computerized methods to help the medical expert, these efforts have primarily emphasized improving the effectiveness in single patient data, such as finding a brain lesion and computing its size. However, patient-to-patient comparison that should help improve diagnosis and therapy has not received as much attention. To this effect, this paper introduces a fast and robust region-of-interest retrieval method for brain magnetic resonance (MR) images. We make several contributions to the domains of brain MR image analysis, and search and retrieval: 1) We show the potential and robustness of local structure information in the search and retrieval of brain MR images. 2) We provide analysis of two complementary features, local binary patterns and Kanade-Lucas-Tomasi feature points, and their comparison with a baseline method. 3) We show that incorporating spatial context in the features substantially improves accuracy. 4) We propose to automatically extract dominant local binary patterns and demonstrate that using dominant features improves retrieval relative to the conventional local binary pattern approach. Comprehensive experiments on real and simulated datasets revealed that dominant local binary patterns with spatial context is robust to geometric deformations and intensity variations and have high accuracy and speed. The proposed method can not only aid the medical expert in disease diagnosis, or be used in scout (localizer) scans for optimization of acquisition parameters, but also support low power devices that we believe will find increasing usage in hospitals.

Index Terms—Brain MR image retrieval, local structure analysis, local binary patterns, Kanade-Lucas-Tomasi feature points, spatial descriptors, medical databases, neurodegenerative diseases.

I. INTRODUCTION

THE advances in the medical imaging technology allow for in-vivo visualization and analysis of human body with unprecedented accuracy and resolution. A diagnosis by a specialist often requires a visit to a radiology department to obtain various images that highlight the suspected pathology. Despite the high resolution of the acquired images, image-based diagnosis often utilizes a considerable amount of qualitative measures. To improve the diagnosis and efficiency, the research in medical image analysis has focused on the computation of quantitative measures by automating some of the error-prone and excruciatingly time-consuming tasks, such as segmentation of a structure.

A less emphasized approach for improving diagnosis has been comparison of multiple patients, their pathologies, and progresses by search and retrieval systems. This should especially improve the diagnosis of diseases whose causes and progress have not yet been completely unraveled, and diseases that affect large number of patients. The area of neurology can greatly benefit from such a methodology because the diagnosis of neurodegenerative diseases from one patient data has limitations (A review of 13 neuropathologically confirmed studies show that a clinical diagnosis of Alzheimer’s Disease has an average sensitivity of 81% and specificity of 70% [1]). Accordingly, this paper focuses on region-of-interest retrieval of unregistered brain MR images although the presented methods should be applicable to other organs. In particular, we would like to find similar slices in an unregistered brain MR database given a query slice, automation of which can aid the medical expert in diagnosis of structure-specific diseases, such as hippocampus or basal ganglia disorders.

In the medical domain, to obtain clinically useful images imaging system operators typically acquire scout (localizer) and target scans, where the former is visually examined to specify acquisition parameters for the latter. Hence, the presented methods can also be used to automate the examination of the scout images to set parameters for the target scan.

The extensive research on search and retrieval in the domain of multimedia confirms the challenging nature of this problem [2]-[3]. In the domain of medical data, there are domain or even modality-specific differences and challenges. The captured images are usually single channel (gray-scale) that differs from multi-channel (e.g. RGB) nature of consumer image and video data. In some medical modalities, such as CT (Computed Tomography) and X-ray, intensity has an absolute scale. In MR, they vary with the scanning parameters, but also with the age of the device and the patient characteristics. To aggravate the problem, the intensity values of a specific tissue may also be non-stationary within a single MR image (a fact known as intensity non-uniformity or bias field) because of imperfect magnetic field and patient-dependent local perturbations. Furthermore, the characteristics of relevant and irrelevant segments of the data are very close to each other for the databases that are specific to a modality and an organ, such as brain MR database.

To the best of our knowledge, only Bucci et al. [4] consider a similar search and retrieval problem as ours, that is, retrieving the relevant slice from a brain MR image sequence in response to a given sample slice. Their method performs retrieval of the relevant slice using Principal Component Analysis (or the so-called eigenimages), but requires a com-
putationally expensive registration and intensity normalization step beforehand.

Others working on the search and retrieval of MR images mainly focused on the shape information: Hsu et al. [5] introduced a method based on the shape of the brain ventricles. Robinson et al. [6] and Petrakis and Faloutsos [7], both proposed shape based retrieval methods that require manual delineation of the anatomical structures in question. More recently, Huang et al. [8] used geometric features and Fourier descriptors to represent brain images of pediatric patients, but required registered images.

In CT, because intensity has an absolute scale, many systems have exploited it together with image structure and shape information in feature extraction, e.g., by using histogram, moment invariants and co-occurrence matrix representations in combination [9], [10]. Traina et al. [11] introduced a structure-based retrieval solution for human brain images by using wavelets. Ghebraeb et al. [12] focused on shape information and proposed to use contour curvatures of expert delineated vertebrae in X-ray images. Retrieval of medical images from multiple modalities is challenging due to the presence of image-related problems specific to different modalities. The system in [13] uses co-occurrence matrix representations to achieve retrieval of CT and MR images of different tissues, while the one in [14] employs color quantization and wavelet responses to retrieve images of different body parts acquired with various modalities. Other medical modalities, such as positron emission tomography [15], have been less investigated [16].

The rest of the paper is organized as follows: Section II provides an insight into the approach used in this work as well as our contributions. Section III details the pre-processing applied to the images. Sections IV and V present the feature extraction and description stages of our solution, where four local structure-based methods and one edge-related baseline method are introduced. Section VI explains how the retrieval is performed. Experimental data and results are presented in Section VII. Finally, the conclusions and the related future works are given in Section VIII.

II. OUR APPROACH AND CONTRIBUTIONS

In this paper, we focus on a retrieval problem where the most similar slices to the given query slice are searched. The challenges for this problem include:

- MR intensity variations from one patient to another because of possible differences in MR settings. This limits the use of intensity information in comparing different datasets.

- Intensity variations within the same dataset (intensity non-uniformity or bias field) due to imperfect, inhomogeneous magnetic field. This requires the use of computational bias field correction algorithms.

- The high similarity between irrelevant and relevant segments in medical images makes their search and retrieval more challenging.

- Inter and intra-patient misalignment of images, because of which anatomical structures are observed at different spatial positions, orientations and scales in the images.

Although registration could solve this problem, it is too computational and impractical for low power mobile devices or for the scouting application where fast image acquisition is crucial for the clinical centers.

- Abnormalities of brain structure, such as ventricular enlargement or cerebral atrophy, tumors.

To solve the above problems, this paper introduces the following contributions:

- We introduce a fast and robust search and retrieval method of brain MR images. Not only the retrieval performance is invariant to some basic geometric transformations and intensity variations, but also the system avoids the computationally intensive registration, intensity normalization, and bias field correction steps.

- We propose to use local structure features instead of intensities, because intensity is non-standard and sensitive to MR imaging artifacts. The local structure features are robust to both inter- and intra-scan intensity variations.

- We show the search and retrieval effectiveness of two local structure features: 1) local binary patterns (LBP) proposed by Ojala et al. [17], and 2) Kanade-Lucas-Tomasi (KLT) feature points. The choice of the two is not arbitrary. LBP operates locally and treats every local region equally. On the contrary, KLT selects the predefined number of features that are the most salient.

- To remedy the high feature space similarity of relevant and irrelevant segments, we use a context-based description of features. The spatial description of features increases the retrieval performance significantly and provides robustness to large abnormalities seen in severe cases.

- We show that using only the most dominant local binary patterns in the query improves retrieval accuracy while reducing dimensionality of the data.

III. PRE-PROCESSING

A typical MR image of the head consists of brain tissue as well as background and non-brain structures, like skull and skin in which we are not interested. Hence, we perform the extraction of the brain tissue by using the Brain Extraction Tool (BET) [18].

Moreover, as misalignment of images is a common problem in magnetic resonance imaging, we benefit from a mid-sagittal plane detection algorithm [19] that indicates orientation, in order to compensate for rotation in spatial description of the features, which will be explained afterwards.

IV. STRUCTURE-BASED FEATURE EXTRACTION

In this section, we first describe LBP, a computationally very efficient method to extract local structure and due to its local nature invariant to bias field [20]. Afterwards, we describe KLT feature points that correspond to the most salient local regions of the image.

A. Local Binary Patterns

Recently, Ojala et al. [17] introduced LBP, which is a grayscale invariant local texture descriptor with low computational complexity. Subsequent studies have shown that LBP is
promising in the computer vision field, including industrial inspection [21], motion analysis [22], and face recognition [23]. However, its application in the medical field has been mainly limited to adenoma detection in endoscopic images [24] and plaque segmentation in ultrasound images [25].

LBP operator \(LBP_{P,R}(x,y)\) describes the local structure pattern by thresholding a neighborhood with the gray value of its center pixel \(g_c\) and represents the result as a binary code. The neighborhood is formed by a symmetric neighbor set of \(P\) pixels \(g_p(p = 0, \ldots, P - 1)\) on a circle of radius \(R\).

\[
LBP_{P,R} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p, \quad s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases}
\]

Extended versions of the original operator are introduced in [17] as (1) \(LBP_{P,R}^{1,1}\): rotation invariant, (2) \(LBP_{P,R}^{u,2}\): uniform, and (3) \(LBP_{P,R}^{un,2}\): rotation invariant and uniform operators. These extensions provide not only robustness of patterns to noise and rotation, but also dimensionality reduction in the pattern space, e.g., structure in a \(3 \times 3\) neighborhood is represented by 256, 36, 59, and 10 different patterns using \(LBP_{8,1}\), \(LBP_{8,1}^{1,1}\), \(LBP_{8,1}^{u,2}\), and \(LBP_{8,1}^{un,2}\) operators, respectively.

**B. KLT Feature Points**

LBP computes structure features in all local regions of the image. However, one may argue that not all parts of an image contain valuable information. Consequently, researchers proposed to find interesting regions of an image using detectors, such as the SIFT descriptor [26]. Another exemplary work is the KLT feature tracker [27], [28], which focuses on the regions (so-called good features) that can be tracked well. KLT method has been applied to various problems, such as registration in augmented reality systems [29], pedestrian tracking [30], and gestures and facial expressions tracking [31], but to the best of our knowledge its application in medical field is not yet realized.

Feature point selection in KLT is performed by searching the whole image through a window, and selecting the regions that have adequate intensity variation in vertical and horizontal directions, indicating they contain corner. Considering the local intensity variation matrix

\[
Z = \begin{bmatrix} g_x^2 & g_x g_y \\ g_y g_x & g_y^2 \end{bmatrix}
\]

where \(g_x\) and \(g_y\) are the partial derivatives of an input image \(I(x,y)\), a region is accepted as a candidate feature point if both eigenvalues, \(\lambda_1\) and \(\lambda_2\), of \(Z\) exceed a predefined threshold, \(\min(\lambda_1, \lambda_2) > \lambda\). Consequently, the candidate feature points of the input image are ranked according to their strength defined by \(\min(\lambda_1, \lambda_2)\), and \(NF\) strongest ones are selected, with \(NF\) being the user-defined maximum number of features to be selected.

**V. FEATURE DESCRIPTION**

In this section we propose four methods based on either LBP or KLT features, and a baseline method for comparison.

**A. Non-Spatial Feature Description**

\(nSp-LBP\) As LBP features correspond to all local regions of an image, we describe them by their statistical distribution. Therefore, in \(nSp-LBP\) we use the histogram of the extracted LBP image (Figure 1).

\(nSp-KLT\) Salient feature points extracted from an image will be successfully matched (and therefore preserved) on another if the two images are similar. Hence, \(nSp-KLT\) method extracts feature points from the query and attempts in matching them on the target (Figure 2). The number of matched feature points are then used as attributes in retrieval.

**B. Spatial Feature Description**

\(Sp-LBP\) This method exploits spatial indexing [32] of the LBP image histogram, where the entries of each
Fig. 3. Spatial distribution of 50 feature points extracted from a query and a target image. The grid is composed of 4 annular and 8 angular regions.

bin are spatially indexed over an annularly and/or angularly partitioned area (grid), as illustrated in Fig. 1. The grid used for spatial indexing is fitted on the largest brain area observed in an MR scan (image volume) providing a single reference for all the corresponding slices. Please note that, as the grid conforms to the largest brain area in each individual scan and is rotated relative to the corresponding mid-sagittal plane (detected in pre-processing), it serves as a scale, translation, and rotation invariant reference frame.

Sp-KLT This method skips the matching step in nSp-KLT and compares spatial distributions of feature points extracted from the query and the target simultaneously over a grid similar to the one used in the Sp-LBP method (Fig. 3).

Sp-Sobel As a baseline method, we use spatial indexing of edge points computed by Sobel operator.

VI. RETRIEVAL

The aforementioned retrieval problem tackled in this work is to find the target slice from an MR scan that is the most similar to a query. Fig. 4 illustrates the retrieval scheme used for all five methods, where pre-processing and feature extraction/description steps have been previously explained. The measure of similarity between query and target brain slices is defined in two ways:

1) \[
D_1(p_q, p_t) = 1 - \sqrt{\frac{\sum_{i} (p_q(i) - p_t(i))^2}{\sum_{i} p_q(i)}} \tag{3}
\]
where \(p_q\) and \(p_t\) are the normalized histograms (features) of query and target, respectively. This measure is used with nSp-LBP, Sp-LBP, Sp-KLT, and Sp-Sobel methods.

2) \[
D_2 = \frac{\text{number of matched feature points}}{\text{number of feature points}} \tag{4}
\]
which is used with nSp-KLT method.

Both measures provide a similarity score in the range of [0-1], with scores closer to 1 indicating high-level of similarity between slices. Consequently, for a retrieval task the target slice with the highest score is assigned as the most similar one to the query and retrieved at rank=1.

VII. EXPERIMENTAL RESULTS

A. Image Data

The database used in this study consists of T1-weighted axial brain MR scans from 15 subjects with 50 slices per scan. Their acquisition is performed on a Philips Intera 1.5T whole body scanner at Leiden University Medical Center by using spin echo weighted images (TR/TE: 25.6/12 ms, FLIP: 45) with 250mm FOV, 3mm slice thickness, no slice gap and 256x256 matrix.

We acknowledge that our database size, which is typical of medical domain, is small relative to those in computer vision studies. However because the retrieval task in this study is defined as searching for a key-slice within a single MR scan, scalability of retrieval is constrained by the number of slices in the scans and not by the number of scans in the database, and therefore we believe that our solution will be equally applicable to larger datasets.

Changes in cerebral ventricles and the surrounding structures are often associated with central nervous system disorders. Accordingly, from each patient’s brain MR scan in our database we manually selected the following four slices (landmarks), which are related to the cerebral ventricles:

- Landmark #1 (L1) is associated with the fourth ventricle.
- Landmark #2 (L2) discloses the ventricular triangle.
- Landmark #3 (L3) is the slice where lateral ventricles merge to form a butterfly shape.
- Landmark #4 (L4) corresponds to the first slice, in the direction from the feet to the head, where the ventricles are not observed anymore.

An example of the landmarks selected from two patients’ scans is displayed in Fig. 5, where one can notice that brain structures are not necessarily observed at the same slice level.

Additionally, three simulated bias fields from the BrainWeb MR Simulator [33] are utilized to test robustness of retrieval with respect to intensity variations (Fig. 6). These bias fields provide smooth variations of intensity across the image. Based on the conventional assumption that the bias field is multiplicative, original images are first corrected by the N3 method of
Fig. 5. Examples of landmark slices manually selected from the MRI scans of two patients displayed in each row with the corresponding slice numbers.

Fig. 6. Examples of simulated bias fields used in this study. Intensity variations are exaggerated for visual purposes.

Sled et al. [34], and then degraded by multiplying with the bias fields.

B. Performance of Retrieval

Performance of image retrieval systems is generally measured by precision $= \frac{\# \text{ relevant returns}}{\# \text{ returns}}$ and recall $= \frac{\# \text{ relevant returns}}{\# \text{ relevant items}}$. They are not descriptive enough for our problem, because the number of relevant items per retrieval is restricted to one. Therefore, we measure error of a retrieval task as the sum actual distances of returns ranked higher than the relevant slice:

$$ error = \sum_{i=1}^{N-1} (S_i - S_N) \times d $$

where $N$ is the rank of the relevant slice, $S_i$ the slice number at rank $i$, and $d$ the slice thickness. As our database consists of 15 MR scans with 4 landmark slices per scan, there are $15 \times 4$ query landmarks. Excluding the retrieval tasks where query and target originate from the same scan, there are $15 \times 4 \times 14 = 840$ unique retrieval tasks in total. Accordingly, performance of retrieval in the following results is measured as the average error of all unique retrieval tasks, as well as the average rank of the corresponding relevant slices.

Table I presents retrieval performances achieved using nSp-LBP, where - among various combinations of different LBP operators - only the best results are displayed. We observe that combinations of different LBP operators produce more accurate results most probably due to various scales covered by individual operators.

Table II displays performance of Sp-LBP (using a grid with 12 angular and 4 annular splits) for various $LBP_{8,1}$ operators. Initial tests are done using all features (patterns), where we observe that addition of spatial information highly improves the retrieval performance. Conventional LBP ($LBP_{8,1}$) outperforms its rotation invariant and/or uniform counterparts due to its higher number of features. In order to observe the effect of feature selection on retrieval performance, the same test is repeated using only the most dominant patterns observed in the query. Suppose that a cumulative distribution is constructed from the ordered pattern occurrences as in Fig. 7, then a pattern is said to be dominant if it belongs to the top portion of this distribution set by a user-defined threshold (DP ratio). Accordingly, altering the DP ratio will result in different number of dominant patterns to be selected. Corresponding results in Table II show the best retrieval performances achieved by dominant patterns, where we observe that feature selection further improves retrieval.

Performance of nSp-KLT method depends on the optimization of different parameters affecting the feature point extraction and matching steps (e.g. number of features, search window size). Table III unveils an exponential decay in the retrieval error and rank with the number of features. Further tests revealed that higher number of features and/or larger search window produce more accurate result with exponen-

---

**Table I**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Error [mm] - Rank</th>
<th>Error [mm] - Rank (DP\textsuperscript{a} ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LBP_{8,1}$</td>
<td>33.1 - 3.6</td>
<td>29.3 - 3.4 (0.6)</td>
</tr>
<tr>
<td>$LBP_{8,1}^{ri}$</td>
<td>50.5 - 4.7</td>
<td>49.5 - 4.7 (0.6)</td>
</tr>
<tr>
<td>$LBP_{8,1}^{ui}$</td>
<td>34.2 - 3.8</td>
<td>34.0 - 3.8 (0.9)</td>
</tr>
<tr>
<td>$LBP_{8,1}^{riu}$</td>
<td>44.6 - 4.4</td>
<td>44.1 - 4.4 (0.4)</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Error [mm] - Rank</th>
<th>Error [mm] - Rank (DP\textsuperscript{a} ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LBP_{8,1}$</td>
<td>188.6 - 9.3</td>
<td>165.7 - 8.5</td>
</tr>
<tr>
<td>$LBP_{8,1}^{ri}$</td>
<td>131.3 - 7.3</td>
<td>131.3 - 7.3</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Dominant Patterns

---

Fig. 7. Cumulative frequency plot of $LBP_{8,1}$ patterns.
Influence of Bias Field: Table VI displays the retrieval results for the bias fields at 40% intensity variation. We observe that addition of bias field has slight effect on the performances.

In conclusion, we recommend the use of Sp-LBP with dominant patterns for search and retrieval of a key-slice from an image volume, because nSp-KLT is computationally inefficient due to the feature point matching step.

C. Computational Complexity

Algorithms used in this work are all implemented in C/C++ and the average processing time per slice (excluding the pre-processing step) on an Intel Pentium processor (2.8 GHz) with 1G memory is measured as 103ms for Sp-KLT, 201ms for nSp-KLT, and around 50ms for the rest. Please note that, computation time can be further reduced using database indexing, optimized software, and dedicated hardware.

VIII. Conclusion and Future Work

In this paper, we presented a novel and fast region-of-interest retrieval system for brain MR images where the task is to search for a key-slice from an image volume. Considering the intensity-related problems present in MR we tested two complementary intensity invariant structure features, local binary patterns and Kanade-Lucas-Tomasi feature points. Comparison of the two with a baseline method provided us with useful insights and trade-offs. We performed comprehensive experiments on real and simulated data and showed that incorporating spatial information in the local binary patterns substantially improved accuracy, whereas avoiding matching of Kanade-Lucas-Tomasi feature points considerably degraded performance. The experiments further revealed that dominant local binary patterns with spatial context consistently outperformed its rivals in retrieval accuracy and it is observed to

tional increase in computational expense, therefore number of features=150 and search window size=7 are used in the tests hereafter.

Sp-KLT avoids matching of feature points and focuses on their spatial distribution over a tessellated grid (through annular and angular splits). Table IV displays the retrieval results of Sp-KLT with respect to varying tessellations, where we observe a positive relation between the retrieval performance and the number of tessellations. Notice that, Sp-KLT results in considerably lower performances relative to those of nSp-KLT (see Table III) due to the avoided feature point matching step.

Finally, retrieval error of the Sp-Sobel method, over a grid with 12 angular and 4 annular splits, is measured as 53.8 mm with the average rank of relevant slice being 5.0.

In addition, performance analysis for individual landmarks revealed that all five methods encountered more difficulty in retrieving outermost landmarks (L1 and L4), probably because similarity in brain tissue between these landmarks and their neighboring slices is higher.

Influence of Geometric Deformations: In this part, retrieval performances of the three promising methods (Sp-LBP, nSp-KLT, and Sp-Sobel) are tested in the presence of geometric deformations (rotation and scale) and bias field. As rotation higher than 15° is not realistic in brain MR images, we rotated the database in the axial plane by ±15 degrees and repeated the retrieval using the original images as query and rotated versions as target. The results showed that Sp-LBP and nSp-KLT are robust to rotation, while the performance of Sp-Sobel considerably decreased.

Effect of scaling on the retrieval performances of the methods can be seen in Table V, where we observe that Sp-LBP is robust at scales above 0.7, while nSp-KLT copes better and Sp-Sobel copes worse with scaling. Relatively low errors achieved by nSp-KLT at scales of 0.9 to 0.7 can be associated with varying saliency of feature points at different scales.

Influence of Bias Field: Effect of several bias fields (Figure 6) with different intensity variations on retrieval performance of the methods is also tested. Table VI displays the results for the bias fields at 40% intensity variation. We observe that addition of bias field has slight effect on the performances.

In consequence of our observations so far, we recommend the use of Sp-LBP with dominant patterns for search and retrieval of a key-slice from an image volume, because nSp-KLT is computationally inefficient due to the feature point matching step.

C. Computational Complexity

Algorithms used in this work are all implemented in C/C++ and the average processing time per slice (excluding the pre-processing step) on an Intel Pentium processor (2.8 GHz) with 1G memory is measured as 103ms for Sp-KLT, 201ms for nSp-KLT, and around 50ms for the rest. Please note that, computation time can be further reduced using database indexing, optimized software, and dedicated hardware.

VIII. Conclusion and Future Work

In this paper, we presented a novel and fast region-of-interest retrieval system for brain MR images where the task is to search for a key-slice from an image volume. Considering the intensity-related problems present in MR we tested two complementary intensity invariant structure features, local binary patterns and Kanade-Lucas-Tomasi feature points. Comparison of the two with a baseline method provided us with useful insights and trade-offs. We performed comprehensive experiments on real and simulated data and showed that incorporating spatial information in the local binary patterns substantially improved accuracy, whereas avoiding matching of Kanade-Lucas-Tomasi feature points considerably degraded performance. The experiments further revealed that dominant local binary patterns with spatial context consistently outperformed its rivals in retrieval accuracy and it is observed to
be robust to common anomalies, such as abnormal cerebral ventricles, present in the data. Moreover, this retrieval method is observed robust to bias fields at 40% intensity variation, rotation up to ±15°, and downsizing at scales above 0.7. In conclusion, the proposed retrieval method is fast and robust, has high accuracy, and does not require registration, intensity normalization or bias field correction.

The retrieval problem addressed in this study has an inherent difficulty due to the very similar content present in the data, and therefore there is room for improvement. We believe that incorporating multiresolution analysis and shape information into the proposed method may improve its accuracy.
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